Automated computerized analysis of speech in psychiatric disorders
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Purpose of review
Disturbances in communication are a hallmark feature of severe mental illnesses. Recent technological advances have paved the way for objectifying communication using automated computerized semantic, linguistic and acoustic analyses. We review recent studies applying various computer-based assessments to the natural language produced by adult patients with severe mental illness.

Recent findings
Automated computerized methods afford tools with which it is possible to objectively evaluate patients in a reliable, valid and efficient manner that complements human ratings. Crucially, these measures correlate with important clinical measures. The clinical relevance of these novel metrics has been demonstrated by showing their relationship to functional outcome measures, their in-vivo link to classic ‘language’ regions in the brain, and, in the case of linguistic analysis, their relationship to candidate genes for severe mental illness.

Summary
Computer-based assessments of natural language afford a framework with which to measure communication disturbances in adults with severe mental illnesses. Emerging evidence suggests that they can be reliable and valid, and overcome many practical limitations of more traditional assessment methods. The advancement of these technologies offers unprecedented potential for measuring and understanding some of the most crippling symptoms of some of the most debilitating illnesses known to humankind.
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INTRODUCTION
Disturbances in natural speech are defining characteristics of many adult severe mental illnesses (SMI), notably, schizophrenia, depression, bipolar, autism and even some personality disorders such as histrionic, borderline, schizotypal and schizoid personality disorders [1]. Across these disorders, and even within them, communication can be affected in many different ways. For example, in verbal communication, the content can be vague, confusing, illogical, overtly sparse or otherwise ineffectual. Moreover, nonverbal channels of speech can be flat or constricted, such that speech production and modulation are reduced or absent altogether. Conversely, language disturbances can present as exaggerated speaking styles in terms of pressured, loud, dramatic and overly circumstantial content. Despite the importance and prevalence of these symptoms in SMI, surprisingly little is known about them in terms of underlying cause, or even how they manifest similarly or differently across various disorders. The latter point is particularly important in light of recent efforts, most notably by the National Institute of Mental Health (USA), to develop taxonomies of mental illness based on functional processes, mechanisms and biomarkers as opposed to traditional diagnostic categories [2]. Here, we discuss the recent literature regarding
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MEASURES OF COMMUNICATION DISTURBANCES IN SEVERE MENTAL ILLNESS

Historically speaking, three general approaches to measuring speech disturbances in psychiatric disorders have been employed, involving interviewer-based symptom rating scales, self-report scales and behavioural-based measures. Although a comprehensive list of the pros and cons for each approach is beyond the scope of this article, it is worth briefly discussing their applications and major limitations. The vast majority of studies employ symptom-rating scales, which involve a trained professional evaluating various aspects of communication based on observation during a clinical interview or interaction. A plethora of such measures exist [3,4], and most if not all employ an ordinal-based rating system with a limited response set (often three to seven options) to denote symptom severity. Although these scales have been used extensively in psychiatry research, they suffer from serious limitations (see Table 1). Most notably, they have shown poor specificity in isolating the specific facet of communication they are attempting to measure, and are generally insensitive for measuring all but gross changes in severity of symptoms and clinical functioning over time or between individuals [5]. Alternative approaches, involving self-report scales and behaviour-based coding systems, have also been advanced. Self-report approaches are limited in that many patients suffer from poor insight and are thus inaccurate in evaluating and reporting their symptom severity. Behaviour-based coding strategies are advantageous in that they quantify communication disturbances using ratio scales and are based directly on behaviour. However, they are time consuming and require intensive levels of training for reliable administration and are impractical for most clinical and research settings.

A complementary and potentially more sophisticated approach, which is the focus of this article, involves automated, objective, computer-based assessment of natural speech. This approach has been employed extensively in other disciplines (e.g. communication sciences, military and aeronautics, education), but the focus on SMI has been relatively limited. Due in large part to technological and methodological advances, the ability to employ measurement of speech disturbances, focusing primarily on a set of particularly promising methods employing computerized and automated objective analysis of natural speech.

### Table 1. Issues with rating-based measures of speech disturbances and how computer measures address these issues

<table>
<thead>
<tr>
<th>Issue with symptom rating scales</th>
<th>How computer measures address these issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational definitions are vague (e.g. mild, moderate)</td>
<td>Human behaviour is directly quantified</td>
</tr>
<tr>
<td>Can be biased to ethnicity and culture</td>
<td>Uninfluenced by individual difference factors</td>
</tr>
<tr>
<td>Poor at isolating specific facets of communication</td>
<td>Isolates specific aspects of behaviour</td>
</tr>
<tr>
<td>Insensitive to change: often covers weeks to months</td>
<td>User-defined sensitivity, typically in milliseconds</td>
</tr>
<tr>
<td>Inter-rater reliability estimates can be far from perfect</td>
<td>Near perfect reliability provided standard parameters</td>
</tr>
<tr>
<td>Data are ordinal and inappropriate for parametric statistics</td>
<td>Data are ratio and continuous</td>
</tr>
<tr>
<td>Requires a clinical interview</td>
<td>Can be conducted over the phone or in the field</td>
</tr>
<tr>
<td>Population distribution has a strong ‘right’ skew</td>
<td>Data are normally distributed</td>
</tr>
<tr>
<td>Does not quantify ‘normal’ behaviour</td>
<td>Can compare patient behaviour to established norms</td>
</tr>
<tr>
<td>Interviews and ratings can be time consuming</td>
<td>Automated procedure processes behaviour rapidly</td>
</tr>
</tbody>
</table>
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computer-based assessment has become inexpensive and efficient (see Table 1), and a number of commercially available programs exist that can be adapted for their clinical use [6]. The major limitations regarding their use are that they have been employed in research and, for a variety of reasons, have not been evaluated in terms of sensitivity and specificity. Moreover, these technologies have almost exclusively been applied to a few SMI disorders (e.g. schizophrenia spectrum disorders, depression, autism), to the exclusion of other illnesses within the SMI spectrum (e.g. ‘cluster b and c’ personality, bipolar spectrum, obsessive compulsive, anxiety and posttraumatic stress disorders). In the next section, we review recent studies employing automated computer analysis to understand communication disturbances in schizophrenia spectrum disorders and depression. This section will focus on two distinct types of speech analysis, one involving semantics and linguistics, and another focusing on speech production, variability and acoustic characteristics of speech.

AUTOMATED COMPUTER ANALYSIS OF SEMANTICS AND LANGUAGE IN SEVERE MENTAL ILLNESS

In SMI, numerous dimensions of communication can be affected, and of particular importance is semantic communication that involves the meaning of linguistic expression. In schizophrenia, for example, the incoherent discourse – a disjointed flow of ideas, loose associations between words or digressions from the topic – frequently appears during spontaneous speech, and is important for diagnosis, treatment monitoring and prognostic considerations [1]. Semantic disturbances are also prominent in individuals with bipolar and histrionic personality disorders, wherein patients often communicate in wildly circumstantial styles. Measuring this incoherence is complex. However, recent proof of concept studies using automated computational linguistic analysis methods show it is possible to evaluate patients based on open-ended verbalizations [7,8] using speech samples of several minutes, as well as using responses that constitute only a few words. Importantly, these novel measures have been validated in that they correlate with traditional clinical measures of thought disorder. This technology employed a number of computational analyses of natural language including latent semantic analysis (LSA), a computational model of meaning that closely mimics human understanding of the contextual use of language [9]. The key idea behind these models is that people are sensitive to weak statistical regularities in the linguistic environment, such as the co-occurrence of words in a sentence. Using text corpora, LSA can learn the meaning of a word by estimating the relatedness of any arbitrary set of words as a function of the contexts in which they co-occur. It is important that the input is a large database of word occurrences in numerous contexts (e.g. very large text corpora of say 100 000 unique words), or else the solutions are likely to be unreliable [10]. Indeed, large text corpora used to construct LSA spaces have been validated and related to a variety of cognitive processes in healthy individuals such as sorting and category judgments, similarity judgments, and lexical priming tasks [11]. One of the key advantages of this approach to semantics is that representations for all kinds of words, including abstract or low-frequency words can be derived, even if those words never co-occur in the same text or sentence through the use of singular value decomposition or probabilistic inference.

At present these computational linguistic approaches to operationalizing illness severity or symptom ratings are primarily employed within research and a recent special issue of the journal Cortex showcases a variety of scenarios in which such computational and automated approaches to semantics and language are useful in psychiatry and neurology research (for an overview, see [12**]). Importantly, such studies have shown that these new metrics are clinically useful in that they are related to disconnected speech and functional (outcome) behaviour in a large sample of elderly patients with schizophrenia [13*]. Moreover, such approaches can complement cognitive (neuropsychological) assessment via automated scoring of the verbal output (i.e. recall) generated by participants on traditional verbal memory task such as the Logical Memory subtest of the Wechsler Memory Scale [14**], and moreover can provide additional insights into the sources of language disruption and underlying mechanisms of prose recall [15]. Indeed, such a framework for assessment naturally eliminates potential problems of inter-rater reliability, and in cases that use computational semantic approaches, there is also some clinical validation in terms of clinically rated thought disorder and/or speech coherence in schizophrenia [16,17**–18]. Computational language methods have also been used to detect changes in language use (pertaining to representations of self) after treatment for depression [19], as well as to detect personality changes such as in Hubris syndrome as assayed in the speech of senior politicians [20*].

Moreover, such a computational framework provides an objective way to index coherence in speech that can be usefully related to underlying
neurophysiological processes as revealed by functional magnetic resonance imaging (i.e. LSA scores of speech samples correlate with classic ‘language’ regions in the brain, thus suggesting LSA scores are reflective of underlying neurophysiological mechanisms) and are consistent with existing evidence for a role of the superior temporal cortex in thought disorder in psychosis [21**]. Indeed, the biological relevance of such automated approaches is further illustrated by a candidate-gene approach in schizophrenia combined with a computational analysis of the linguistic data that found that novel LSA-derived phenotypes were associated with single-nucleotide polymorphisms (SNPs) previously associated with candidate genes for major depression, schizophrenia and reading-related traits and risk for dyslexia [22**]. Put differently, the actual meaning of participants’ responses provides neurocognitively useful metrics and ones that relate to underlying neurobiology, and as such has both clinical and research value. A quite different way of uncovering the phenotypic signature of SMIs for clinical and genomic studies is to text mine electronic medical records, a process that can be done on a very large scale (e.g. thousands of patients). Adopting such an approach, Lyalina et al. [23*] explored the boundaries between various neuropsychiatric disorders in terms of how the expert-defined disease boundaries compared with the realities of patient care. The authors focused on autism, bipolar disorder and schizophrenia, and after analyzing the records of 7000 patients found considerable overlap between schizophrenia and bipolar disorder, but a clear distinction with autism. Indeed, there are many potential biomedical applications of text-based mining approaches that extract clinical concepts from patient reports or even psychiatric narrative [5], for example as an aid for clinicians who are not yet experts, and thus not especially good at detecting important patterns in clinical narratives [24].

**AUTOMATED ANALYSIS OF NONVERBAL VOCAL EXPRESSION IN SEVERE MENTAL ILLNESS**

Although automated analysis of nonverbal speech features (also known as ‘acoustic analysis’) has existed for decades, its application to SMI research has been modest, at best. Historically speaking, acoustic analysis has been used somewhat in children with autism spectrum research [25], and in adult populations with autism spectrum [26], schizophrenia spectrum [5] and mood [27] disorders, and, much of this work occurred over a decade ago. To our knowledge, other psychiatric disorders, notably, dysthymia, bipolar, borderline, antisocial, histrionic and other personality disorders, have been given little attention. Acoustic analysis yields a multitude of diverse variables that can be organized into three conceptual categories, including speech production – the amount and rate of speech articulated, speech variability – concerning modulation of fundamental frequency (i.e. ‘pitch’) and volume, and speech quality – tonal, spectral or other articulatory factors (e.g. tongue or lip movement). In terms of the psychometric properties of acoustic analysis measures in psychiatric populations, speech variables have shown relatively high temporal stability over hour and week long epochs [28*,29**] and shown modest (or better) correlations to symptom rating scale measures [28*,29**,30]. Given that the procedure is automated, near perfect test–retest reliability can be expected for the same speech sample. In sum, automated acoustic analysis of speech can be considered reliable and valid.

Looking globally at the psychiatry literature, there is evidence that speech production and speech variability is abnormal in adults with autism spectrum disorders [31], though the nature of this relationship appears to be influenced by functioning level such that high functioning autism is associated with greater intonation/inflection [32], and low functioning autism is associated with decreased intonation/inflection [33]. There is also evidence that schizophrenia [5], schizotypal personality [34] and depressive disorders [27], as a group, are characterized by reduced speech production and/or variability in at least some domains compared with nonpsychiatric control individuals. However, the magnitude of these differences varies considerably across studies. Some differences have been reported to be in the large range in patients with schizophrenia (e.g. Cohen’s $d$ = 4.62 for average pause length in [27]). More modest results have been reported in recent studies. For example, small to medium effect sizes were reported for speech production and variability between schizophrenia and controls [5]. Moreover, small effects were noted in two recent studies of individuals with schizotypal personality characteristics [34,35]. As yet, evaluation of this literature fails to identify a single speech characteristic that is consistently deficient at a clinical level across studies and within disorder groups. In large part, this reflects individual studies examining and reporting on different aspects of speech (e.g. pause duration, percentage time talking), making the findings difficult to compare with each other. Thus, conclusions regarding the magnitude of vocal deficits in SMI are premature at this time.

A related issue with the literature of nonverbal expression in SMI is that many studies fail to employ
a nonpsychiatric control group. In this regard, it is difficult to evaluate the degree to which patient speech is statistically deviant. It is worth noting that a recent study found negligible differences in speech production and speech variability in patients with schizophrenia, depression and bipolar disorders [28*], suggesting that speech may not differ across these disorders. Unfortunately, control data were not available for this study, so it is unclear the degree to which patients were anomalous more generally. It is also worth noting a modest, but interesting, literature focusing on how computer-based measures of speech production and speech variability are associated with various aspects of illness. There is evidence that nonlanguage neurocognitive abilities (e.g. attention) and acoustic measures of speech production and variability are correlated with each other in patients with schizophrenia, schizotypal personality, depression and bipolar disorders [36**,37]. Such findings have fuelled theories that reductions in speech production, and possibly speech variability, fundamentally reflect neurocognitive failures. Experimental investigation of this issue has been limited, though evidence that speech is unduly affected in some, but not all, individuals with schizotypal personality characteristics has been reported [35]. Recent studies examining neurobiological and treatment correlates have also recently been conducted [34,38]. In sum, examining neurocognitive, neurobiological and treatment response correlates of speech characteristics measured using acoustic analysis reflect important avenues for future research.

CONCLUSION

Merely a century ago, diagnosis and symptom assessment for virtually all illnesses was almost exclusively made based on observation – now technologies have complemented this process and allowed for unprecedented efficiency, accuracy and potentially improved outcomes. One can imagine a future when mental illnesses are diagnosed and measured using, in large part, automated, objective bio-behavioural assessments. Indeed, greater emphasis is being placed on objective assessment by a number of funding agencies [2]. However, the complexity of the central nervous system does not allow for such advances to be easy, and for this reason, objective measures of psychiatric symptoms have been slow to develop. Assessment of speech disturbances, important to many SMIs, reflects one obvious target for such technological advancement. The fact that communication can be assessed across a range of domains such as over the Internet, phone and 'smart-phone', expands its practical application well beyond the traditional boundaries of the therapy office and laboratory. Moreover, there is potential for combining data across centres and languages with consortium-level effort, much in the same way genetic research has been conducted. As can be seen from this review, progress in developing these technologies has been slow. Nevertheless, applying the technological and methodological advances from the fields of semantics, linguistics and acoustic sciences offers the potential to revolutionize the way we assess and understand mental illness.
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6. Boersma P, Praat: a system for doing phonetics by computer. Glot Interna-

Although beyond the scope of this article, automated computerized measures of language are also of enormous research use within neurology. This special issue of Cortex features articles devoted to this topic. Articles focus on automated approaches that have been useful in understanding the nature of semantic dementia from transcripts, as well as in MRI by using machine learning approaches to diagnosis and detecting laterality effects in semantic dementia discourse. There are also articles that explore the viability for using narrative speech transcripts automatically classify primary progressive aphasia subtypes, predict those at risk for developing dementia, as well as those who do develop dementia.
Schizophrenia and related disorders


This study found correlations between LSA-based measures of semantic coherence and measures of verbal fluency, functioning, and clinically rated speech disorder in 165 older inpatients with schizophrenia. The authors found that a computational measure of word unusualness differentially predicted speech, overall verbal fluency and adaptive functioning, and this was the case even when accounting for demographic, clinical and premorbid cognition.


This study examined in detail two methods for the automatic scoring of prose recall (from the Rey Auditory Memory Scale) so as to assess the time-varying properties of recall at various retrieval intervals (immediate, 30 min and 24 h later) in patients with schizophrenia, unaffected siblings and healthy unrelated control participants. The authors found that a syntax-based (n-gram text categorization technique) approach to modeling prose recall in schizophrenia can be automated using n-grams. A model that combines the syntactic and semantic features improved accuracy of group membership prediction further.


17. Valle-Lisboa JC, Pomi A, Cabana A, et al. A modular approach to language... implication... patient and control group. No significant correlations were seen in... speech, overall verbal fluency and adaptive functioning, and this was the case even when accounting for demographic, clinical and premorbid cognition.


This article reports on a new quantitative approach to characterize the linguistic patterns associated with the development of a personality disorder known as Hubris syndrome. Previously, it has been suggested that a number of prime ministers (including Margaret Thatcher and Tony Blair) may have developed this syndrome while in power. Hubris syndrome is often associated with an overestimation of one’s own competence, accomplishments or capabilities. The authors focused on the analyses of transcribed discourse samples from three British prime ministers, namely, Margaret Thatcher, Tony Blair and John Major. The authors explored a variety of mathematical and computational methods and derived three language samples, namely, entropy, the time path of ngrams (one-, two-, and three-word sequences) to index relative frequency changes over time, and word ‘keyness’ to reflect how the words varied against a reference corpus. The authors argue that language became more complex and less predictable during hubristic periods.


This study used fMRI correlates of semantic coherence in 11 patients with schizophrenia and 11 healthy controls. Semantic coherence (calculated using computational semantic analysis which is a variant of LSA) was used to evaluate novel coherence in coherent speech and sensory monitoring. Although fMRI, patients and controls had to decide whether a presented spoken or written word was the same as one previously presented immediately beforehand. There were three conditions of the task, namely, with the spoken and written words matching, the stimuli comprising homophones (e.g. sale/sale), and homographs (e.g. bow, pronounced in two different ways). Correlations were examined between task activations (versus a baseline condition) and semantic coherence scores in each of the three conditions of the patient and control group. No significant correlations were seen in the controls, but there were significant correlations in the patient group in all three task conditions; in particular, a cluster in the left middle/superior temporal cortex. The authors argue these findings suggest that that computational model of coherence offer a useful method to probe the neurophysiological underpinnings of thought disorder, and how these are related to sensory processing.


This study provides a novel attempt to delineate the underlying genomic architecture of the widely used category fluency task using phenotypes obtained via computational linguistics. The category fluency test requires the naming of as many words belonging to a certain category (e.g. animals) as possible within a short period of time. In this article, in addition to the standard metric of overall word count, the authors applied LSA to analyze the clustering pattern of the categories generated. Then they employed a candidate-gene approach focusing on SNPs with known function and available from a recent genome-wide association study of schizophrenia. The authors selected candidate genes that have been associated with language and speech, episodic memory and processing speed, and this resulted in 39 coding SNPs in a sample of 665 participants which included patients with schizophrenia, their unaffected siblings and unrelated healthy controls. The authors argue that the findings, albeit they preliminary, warrant larger studies such as genome-wide association studies of similar phenotypes, so as to provide the needed statistical power to chart how common variation contributes to these novel phenotypes.


Medical records were examined for over 7000 patients with autism, bipolar and schizophrenia to determine the validity of a novel automated text-processing program useful for electronic medical record mining. Results suggest that the novel software successfully differentiated between language samples (e.g. autism and the other disorders). Data mining of electronic medical records using automated procedures appears to be a promising method for understanding mental illnesses.


This study employed computerized acoustic analysis of natural speech produced in reaction to a range of visual stimuli in 48 stable outpatients with schizophrenia and mood disorders. Speaking assessments were administered 1 week apart to examine how temporal stability might vary as a function of clinical diagnosis and symptom severity. Speech characteristics generally did not differ between groups and were similarly, and for the most part, highly stable over time. Aspects of speech were significantly associated with severity of psychosis and negative symptoms, but not with clinical depression/mania severity. Moreover, stability of speech characteristics generally did not vary as a function of diagnostic group or clinical severity. Speech production was associated with social functioning deficits. These data suggest that speech variables tap a stable and clinically important facet of psychopathology across diagnostic categories. The results of this paper support the use of automated computerized analysis for three practical reasons. First, given the vast number of SMI patients there are not enough health professionals to monitor patients as frequently as necessary. Second, psychiatric patients frequently require longitudinal monitoring on the scale of years which is cognitively challenging for clinicians since patients have different clinical baselines against which they need to be compared and human memory is simply not accurate enough for such a gigantic task. Third, often patients have met with clinicians a few days prior to a relapse or suicide, thus highlighting how enormously difficult the clinical evaluation is. Combined with telemedicine/e-health, these applications could lay the foundation for a longitudinal ‘personalized medicine’ approach such that each patient becomes their own baseline, and results from other patients with ‘similar sorts of illnesses’ are used as guides.


Acoustic analysis was employed to understand spoken language in children with autism spectrum disorder (ASD). A unique feature of this study was the use of day long vocal samples, as opposed to briefer speech samples typically employed in other studies. Results suggest that acoustic analysis variables provide a stable estimate for a measure of vocal development that is highly related to expressive speech language in a group of young children with ASD and a group that is typically developing.

30. Covington MA, Lunden SL, Cristofaro SL, et al. Acoustic analysis was employed to understand spoken language in children with autism spectrum disorder (ASD). A unique feature of this study was the use of day long vocal samples, as opposed to briefer speech samples typically employed in other studies. Results suggest that acoustic analysis variables provide a stable estimate for a measure of vocal development that is highly related to expressive speech language in a group of young children with ASD and a group that is typically developing.


Computerized acoustic analysis of natural speech was employed to understand the neurocognitive correlates of blunted vocal affect and alogia in patients with schizophrenia and mood disorders. Specifically, the degree to which speech characteristics tapping alogia (i.e. average pause duration) and blunted affect (i.e. prosody computed from fundamental frequency and intensity) was evaluated in its association with psychiatric symptoms and neurocognitive deficits. Participants included 26 volunteers with schizophrenia and 22 participants with mood disorders. For both the schizophrenia and mood disorder groups, neurocognitive functioning was significantly correlated with increased pause time (large effect size levels) and, for the schizophrenia group only, reduced prosody (large effect size level). The pattern of neurocognitive correlates was more diffuse for patients with mood disorder versus schizophrenia, though still in the medium to large effect size range. Psychiatric symptoms were not significantly associated with speech characteristics for either group (generally, negligible effect sizes). These results suggest that there is a link between expressivity and neurocognitive dysfunctions for both patients with schizophrenia and mood disorders.